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Abstract
The Fermi acceleration is always inherent in completely chaotic time-dependent billiard systems. At the same time, the particle dynamics in nearly integrable billiard systems can be more complex. Using a simplified approach, we investigate time-dependent stadium-like billiards and show that at a certain particle velocity, $V_r$, a resonance between external periodical perturbations and the motion within stability islands of the unperturbed billiard can be observed. This resonance suppresses the Fermi acceleration of particles with velocities less than $V_r$. As a result, we observe a separation of billiard particles by their velocities. If $V_0 < V_r$, the average particle velocity decreases, while the particles with $V_0 > V_r$ are on average accelerated. At the initial velocity $V_0 = V_r$, we observe a phase transition in the velocity distribution of particles: if $V_0 < V_r$ then the distribution approaches a stationary one, whereas for $V_0 > V_r$ the distribution is non-stationary and spreads toward the higher velocities. This phenomenon may be treated as a peculiar billiard Maxwell’s Demon, when weak perturbations of a system lead the particle ensemble to separation. In other nearly integrable billiard systems similar resonances can lead to differences in the acceleration of particles with velocities smaller or larger than a resonance value.

PACS numbers: 05.20, 05.45

(Some figures in this article are in colour only in the electronic version)

1. Introduction

The analysis of the dynamics of billiard balls has been initiated by Coriolis [1] who, for the first time, theoretically studied billiards in a plane. Later Hadamard [2] examined a question about the particle motion on a twisted surface of negative curvature. However, the notion of
billiards in the contemporary sense is known since Bikhoff [3] studied a problem of the free motion of a point particle (billiard ball) in a manifold. More complete investigation related to the mixing property in many-particle systems has been carried out by Krylov [4]. Later, thanks to the papers by Sinai [5] and then Bunimovich [6, 7] (see also [8]), the class of billiard problems has been essentially extended.

A billiard dynamical system is generated by the free motion of a point mass particle (billiard ball) in a region $Q$ with a piecewise-smooth boundary $\partial Q$ and by the condition of the elastic collision from $\partial Q$. If the boundary in the collision point is smooth, then the billiard ball reflects from it in such a way that the velocity tangent component remains constant, and the normal component changes its sign. Thus, in the Euclidean space, the incidence angle is equal to the angle of reflection. If the ball hits a corner of the billiard table, then its further motion is not determined.

If the billiard boundary consists of dispersing and neutral components, then such a billiard is said to be a dispersing one, or the Sinai billiard. One of the well-known dispersing billiards is the Lorentz gas [9]. On the basis of the analysis of a 2D Lorentz gas a remarkable result has been obtained that the dynamics of purely deterministic systems may be ergodic with mixing and similar to the Brownian motion [8].

The so-called focusing billiards include focusing components which can be connected by neutral ones. For some of such billiards one may prove that they possess the mixing property [7, 10]. The most known example of focusing billiards is ‘stadium’, or the Bunimovich billiards, which consist of two arcs and two rectilinear parallel segments joining them (figure 1). Quite general conditions of the chaoticity in 2D plane billiards are described in [11, 12] (see also references cited therein).

Billiards with boundaries, which oscillate according to one or another rule, represent a natural physical generalization of classical billiard systems. Indeed, the Lorentz gas has been proposed for the description of the motion of electrons between heavy ions in the lattice of metals. In reality, however, ions should weakly oscillate near their equilibrium state. Moreover, some important problems of mathematical physics can be described by non-stationary billiard models (see [13]). Thus, billiards with the time-dependent boundaries are a very interesting and important subject.

It is obvious that in time-dependent billiards the velocity of billiard particles changes from collision to collision. After a collision event the billiard particle gains or loses its energy depending on whether the billiard boundary is approaching (i.e. there is a head-on collision) or receding (i.e. there is a head–tail collision). Therefore, the investigation of the dynamics of the particle velocity becomes an important and interesting question: under what conditions on the billiard boundary acceleration and/or retardation of billiard particles will be observed?

![Figure 1. Stadium-like billiards.](image)
For the first time the phenomenon of the particle acceleration by elastic collisions with massive moving obstacles has been considered by Fermi to explain the origin of high-energy cosmic rays [14]. Fermi argued that in a typical environment the probability of a head-on collision is greater than the probability of a head–tail collision, so particles would, on average, be accelerated. Later many approaches regarding the description of such a phenomenon were introduced for both the continuous and discrete time models (see [13, 15, 16] and references cited therein).

In this problem, dynamical properties of billiards play a principal role: if it possesses the chaotic behavior, then the boundary perturbation may lead to the particle acceleration. In papers [17, 18], on the basis of the analysis of chaotic billiards the following conjecture (known in the literature as LRA (Loskutov–Ryabov–Akinshin) conjecture, see e.g. [19–21]) has been advanced: a Fermi acceleration will be observed in time-dependent billiards if the corresponding fixed-boundary billiards exhibit chaotic properties. The matter is that in chaotic billiards the angle of incidence can be treated as a random value. Thus, the projection of the particle velocity onto the normal to the boundary is stochastic.

The LRA conjecture has been confirmed for the Bunimovich stadium [22], for annular billiards [23] and the time varying oval-shaped billiard [24]. Recently, using the theory of dynamical systems, it was proved that the Fermi acceleration should be observed in non-autonomous billiard-like systems [25, 26]. Finally, by applying thermodynamic methods it was shown [27] that the Fermi acceleration is inherent in the Lorentz gas of a quite general configuration.

Note, however, that this conjecture is a necessary condition, and it does not contradict to the emergence of the Fermi acceleration if the dynamics of some unperturbed billiards is integrable. For instance, the Fermi acceleration occurs in driven elliptical billiards [16, 28], because separatrices of an unperturbed elliptical billiard transforms into a chaotic layer if the boundaries are perturbed. As a result, in the perturbed elliptical billiard the particle motion can become chaotic even if all trajectories of the unperturbed case are regular.

It was also found that unexpected effects may be observed if the static billiard is a nearly integrable system [22]. In this case, all invariant curves in the phase space are surrounded by stochastic layers. Then, depending on the initial velocity value the particle ensemble in time-dependent billiards may be accelerated or decelerated.

This phenomenon can be treated as a specific (billiard) Maxwell’s Demon. In 1871, Maxwell proposed a peculiar arrangement (Demon) which could select the gas of molecules containing in two chambers connected through a small hole. These chambers, following the second thermodynamics law, are at the equilibrium state. The Demon could hypothetically work against this law by separation of molecules by their velocities and the further chamber selection. The principal ideas concerning the Maxwell’s Demon are presented in [29].

The physical realization of Maxwell’s Demon for the fixed boundary billiards has been first proposed by Zaslavsky and Edelman [30, 31] (see also [32] and references cited therein). The authors considered two billiard tables connected through a hole and showed that this system does not reach equilibrium state even during extremely long period of time.

In the present paper we consider nearly integrable stadium-like billiards with periodically perturbed boundary and describe the origin of the increase and decrease of the particle velocity. The time dependence on the one hand complicates the particle dynamics, but on the other hand, gives conditions for the velocity separation of billiard particles. This makes it possible to suggest a macroscopic realization of Maxwell’s Demon in nearly integrable time-dependent billiards when a weak boundary perturbation leads to the formation of two ensembles of slow and fast particles.
2. Stadium-like billiards

First let us describe the billiard models which are used in the present paper for simulations.

2.1. Billiards with fixed boundaries

Suppose that the focusing components are arcs of a circle of the radius $R$ and of the angle measure $2\Phi$, and they are symmetrically placed with respect to the vertical billiards axis (figure 2(a)).

By a simple geometrical analysis we obtain the following relations:

$$R = \frac{a^2 + 4b^2}{8b}; \quad \Phi = \arcsin \frac{a}{2R}.$$  

Introduce the dynamical variables as shown in figure 2 and construct an exact map describing the particle dynamics in this billiard. We should consider two different cases.

- After a collision with a boundary the particle again collides with it (in other words, there is a series of collisions with the same boundary component, see figure 2(b)).
- The next collision occurs with another focusing component.

In the former case a geometric analysis [22] leads to the map

$$\begin{align*}
\alpha_{n+1}^* &= \alpha_n, \\
\alpha_{n+1} &= \alpha_{n+1}^*, \\
\psi_{n+1} &= \psi_n + \pi - 2\alpha_n (\text{mod } 2\pi), \\
t_{n+1} &= t_n + \frac{2R \cos \alpha_n}{V_n}.
\end{align*}$$  \hspace{1cm} (1)

If $|\psi_{n+1}| < \Phi$, then the billiard particle continues the series of collisions with the same boundary. Otherwise, the particle will collide with another focusing component and the corresponding map reads

$$\begin{align*}
\alpha_{n+1}^* &= \arcsin \left[ \sin (\psi_n + \Phi) - \frac{x_{n+1}^*}{R} \cos \psi_n \right], \\
\alpha_{n+1} &= \alpha_{n+1}^*, \\
\psi_{n+1} &= \psi_n - \alpha_{n+1}^*, \\
t_{n+1} &= t_n + \frac{R(\cos \psi_n + \cos \psi_{n+1} - 2 \cos \Phi) + l}{V_n \cos \psi_n},
\end{align*}$$  \hspace{1cm} (2)

where $\psi_n = \alpha_n - \psi_n$, $x_n = [\sin \alpha_n + \sin(\Phi - \psi_n)]R / \cos \psi_n$, $x_{n+1}^* = x_n + l \tan \psi_n (\text{mod } a)$. 

Figure 2. Coordinates in a stadium.
The particle dynamics in billiards, which have focusing components of a constant curvature, are chaotic if all these components complemented up to a circle, belong to the billiard table $Q$ [10]. If $b \ll a$ this yields the stochasticity condition:

$$\frac{l^2}{2R} \approx \frac{4bl}{a^2} > 1. \tag{3}$$

It is convenient to represent the particle dynamics in the $(\psi_n, \xi_n)$ coordinate plane, where $\xi_n$ is the normalized horizontal coordinate of the collision point, $\xi_n = 1/2 + x_n/a$. Since the billiard has an axial symmetry, it is sufficient to consider results only for non-negative values of $\psi$. To plot the phase portrait we subdivide the available range into 300 $\times$ 300 cells and characterize the number of hits into a cell by the intensity of gray color. If $b$ is small (the billiard shape is close to a rectangle), then the phase portrait contains islands of stability, which surround stable fixed points (figure 3(a)). Trajectories which start within such islands always stay on corresponding invariant curves. Furthermore, after a small perturbation of this trajectory, the billiard particle will proceed motion in a small neighborhood of the unperturbed trajectory. Thus, depending on the initial conditions, the phase point either randomly walks within the stochastic layer or rotates around a fixed point. With an increase of nonlinearity (i.e. of the parameter $b$) the fixed points lose their stability and the width of the stochastic layer grows. Ultimately, a global stochasticity area appears so that the whole phase space becomes accessible under any initial conditions (figure 3(b)).

### 2.2. Billiards with perturbed boundaries

Let us suppose now that the focusing components of the billiard boundary are perturbed periodically, $U(t) = U_0 f(\omega(t + t_0))$, where $\omega$ is the oscillation frequency. If the amplitude of billiard oscillations is sufficiently small, i.e. $U_0/\omega \ll l$, then we can neglect the boundary displacement with respect to the characteristic billiard size. In this approximation the billiard map reads

$$V_n = \sqrt{V_{n-1}^2 + 4V_{n-1} \cos \alpha_n^* U_n + 4U_n^2},$$

$$\alpha_n = \arcsin\left(\frac{V_{n-1}}{V_n} \sin \alpha_n^*\right),$$

$$\alpha_n^{*+1} = \alpha_n,$$

$$t_{n+1} = t_n + \frac{2R \cos \alpha_n}{V_n},$$

$$\phi_{n+1} = \phi_n + \pi - 2\alpha_n \mod 2\pi, \tag{5}$$
if $|\psi_{n+1}| \leq \Phi$, and

$$
\begin{align*}
\psi_n &= \alpha_n - \psi_n, \\
\psi_{n+1} &= \psi_n - \alpha_{n+1}^*, \\
x_n &= \frac{R}{\cos \psi_n} [\sin \alpha_n + \sin (\Phi - \psi_n)], \\
x_{n+1}^* &= x_n + l \tan \psi_n \mod a, \\
\alpha_{n+1}^* &= \arcsin \left[ \sin (\psi_n + \frac{\pi}{\Phi}) - \frac{x_{n+1}^*}{R} \cos \psi_n \right], \\
t_{n+1} &= t_n + \frac{R (\cos \psi_n + \cos \psi_{n+1} - 2 \cos \Phi) + l}{V_n \cos \psi_n}.
\end{align*}
$$

if $|\psi_n + \pi - 2\alpha_n| > \Phi$. Expressions (5) correspond to a series of successive collisions with one the same focusing component, and expressions (6) describe transition from one focusing component to another. Note that the only approximation that we used is the smallness of the boundary displacement.

3. Dynamics in the vicinity of stable points

In this section, we make an approximate analysis of a nearly integrable billiard configuration, when $l \gg a \gg b$. In this case, the circular arcs can be approximated by parabolas, and the fraction of successive collisions with the same boundary becomes negligible.

3.1. Billiards with fixed boundaries

Assume that the depth of focusing components is small enough. Then we can neglect the shift of a particle, when it moves within the circular arc. In other words (see figure 4), we will assume that the particle collides with the boundary at the point $A$ (the projection of the point $B$ onto the focusing arc), instead of the point $C$.

Under this assumption, the billiard map has a very simple form:

$$
\begin{align*}
x_{n+1} &= x_n + l \tan \psi_{n+1} \mod a, \\
\psi_{n+1} &= \psi_n - 2\beta (x_{n+1}).
\end{align*}
$$
where $\beta(x) = \arctan(\chi(x)) \approx 4b(2x - a)/a^2$ is the slope of the focusing component at the point $A$. Introducing the normalized coordinate $\xi = x/a$, $\xi \in [0, 1)$ we obtain

$$
\xi_{n+1} = \xi_n + \frac{l}{a} \tan \psi_n (\text{mod } 1),
$$

$$
\psi_{n+1} = \psi_n - \frac{8b}{a}(2\xi_{n+1} - 1).
$$

On the one hand, this approach leads to a certain underestimation of the angle of reflection, if the angle of incidence $\psi_n$ is a sufficiently large. As a result, the phase trajectories are nearly uniformly distributed in the stochastic layer, whereas for the exact map the region $\psi \approx \pi/2$ is almost empty (compare figures 3(a) and 5(a)). But on the other hand, when $\psi$ is sufficiently small, this approach gives a quite good approximation of the billiard dynamics in the vicinity of fixed points. Thus, it makes possible to find the main family of such points: $\xi = 1/2$, $\psi_m = \arctan(ma/l)$, $m \in \mathbb{Z}$. This family corresponds to the central fixed points of the largest stability islands (see figure 5(a)), and represents the trajectories shown in figure 5(b).

To analyze the stability of these points, let us linearize this map using new variables, which characterize the deviation of the trajectory from a fixed point $m$,

$$
\Delta \xi_n = \xi_n - 1/2, \quad \Delta \psi_n = \psi_n - \arctan(ma/l).
$$

Then, assuming that this deviation is small enough and expanding map (8) into a series, we obtain

$$
\Delta \xi_{n+1} = \Delta \xi_n + \frac{l}{a \cos^2 \psi_m} \Delta \psi_n + O(\Delta \psi_n^2),
$$

$$
\Delta \psi_{n+1} = \Delta \psi_n - \frac{16b}{a} \Delta \xi_{n+1},
$$

where $\psi_m = \arctan(ma/l)$. The corresponding transformation matrix has the form

$$
A = \begin{pmatrix}
1 & \frac{l}{a \cos^2 \psi_m} \\
-\frac{16b}{a} & 1 - \frac{16bl}{a^2 \cos^2 \psi_m}
\end{pmatrix}.
$$

Since $\det A = 1$, this map preserves volume. From the stability criterion $|\text{Tr} A| \leq 2$ we get $\cos^2 \psi_m \geq 4bl/a^2$ or

$$
m^2 \leq \frac{l^2}{4b} - \frac{l^2}{a^2}.
$$

Figure 5. (a) The phase portrait of the stadium-like billiard system (8) with parabolic segments; parameters are the same as for figure 3(a). (b) Trajectories of the billiard ball which correspond to the main family of fixed points.
Figure 6. In a time-dependent billiard particles may penetrate into the stability islands of the unperturbed system: (a) the large particle velocity, $V \gg V_r$; (b) the resonance case, $V \approx V_r$.

The parameter values for the maps (4)–(6) are the following: $l = 1, a = 0.5, b = 0.01, \omega = 1, U_0 = 0.005$.

Therefore, the transition to stochasticity takes place if $4bl/a^2 > 1$. Note that this expression coincides with condition (3).

Consider trajectory of a particle which moves around a stable fixed point $m$. Using the transformation into action-angle variables, one can show (see [22]) that this motion obeys a twisted map with the rotation number

$$\rho_m = \arccos \left( 1 - \frac{8bl}{a^2 \cos^2 \psi_m} \right).$$  \hspace{1cm} (10)

Because the time between two successive collisions can be estimated as

$$\tau_m \approx \frac{l}{\cos \psi_m} \frac{1}{V},$$  \hspace{1cm} (11)

the period of rotation is approximately equal to

$$T_{\rho_m} = \frac{2\pi}{\rho_m} \tau_m \approx \frac{2\pi}{\rho_m} \frac{l}{\rho_m \cos \psi_m},$$  \hspace{1cm} (12)

where $V$ is the average velocity during one period.

3.2. Boundary perturbations

Consider now a perturbed billiard with a weak nonlinearity of the focusing components. If the particle velocity is a large enough then the boundary perturbations have a small influence on the phase portrait (figure 6(a)). However, the period $T_{\rho_m}$ of rotation around a fixed point depends on the particle velocity, while the period of the boundary oscillations $T_b = 2\pi/\omega$ is a constant. Thus, at a certain velocity $V = V_r$ these periods will be equal, and we will observe a resonance between boundary oscillations and rotation. At this velocity, due to the boundary perturbations the particle trajectory now can easily penetrate into the neighborhoods of fixed points and, moving along a spiral, first approaches the center and then leaves its neighborhood [22]. Furthermore, the rotation frequency remains the same as for the unperturbed billiard. As a result, the whole region turns out to be accessible (figure 6(b)).

Using equation (12) we obtain the value of the resonance velocity:

$$V_r = \frac{\omega l}{\cos \psi_m \arccos \left( 1 - \frac{8bl}{a \cos \psi_m} \right)}.$$  \hspace{1cm} (13)

This expression determines a set of resonance velocities $\{V_{r,1}, V_{r,2}, \ldots, V_{r,\text{max}}\}$ which correspond to the fixed points with $m = 1, 2, \ldots, m_{\text{max}}$. Note that because of the billiard
symmetry, the resonance velocity at the central ($m = 0$) fixed point is two times smaller [22]. However, this resonance will not play an important role below, and we will always consider fixed points with $m \geq 1$.

4. Conditions of an increase or decrease of particle velocities

We carried out numerical simulations of maps (4)–(6) in two cases. In the first case we considered ‘classical’ fully chaotic billiards in the form of a stadium (figure 1(a)). In the second case we assumed that $l \gg a \gg b$ and investigated a nearly integrable billiard system (figure 1(b)).

For the fully chaotic billiards the average particle velocity was obtained for an ensemble of 5000 particles with different initial directions of the velocity vector. The trajectory of each particle has been calculated during $10^6$ collisions with the billiard boundary.

Figure 7 shows the dependence of the average, maximum and minimum velocities in the ensemble of particles on the number of collisions. The average particle velocity (the central green curve) follows a power law $V(n) \sim n^\gamma$, $\gamma = 0.44$. Thus, the Fermi acceleration phenomenon is inherent in this time-dependent billiard. To characterize the spread of particles we also plotted the minimal (the lower blue curve) and maximal (the red broken curve) velocity in the ensemble. The minimal velocity remains small (almost coincides with the abscissa axis) and fluctuates within the range $V_{\text{min}} \in [10^{-5}, 3 \times 10^{-3}]$. The maximal velocity reached $V_{\text{max}} = 34.5$ after $10^6$ collisions.

The most intriguing behavior of the particle velocity we observe in nearly integrable billiards (figure 1(b)). In this case $b \ll l$, and the phase space of the system contains regions with regular and stochastic dynamics (figure 6). If the initial velocity of particles is sufficiently large then the average particle velocity grows, and the velocity distribution function becomes wider with the number of collisions (figure 8, top panel). If, however, the initial velocity is small enough, then the average particle velocity slows down up to a small value $V_{\text{fin}}$, and the particle distribution approaches to a stationary one with a relatively small variance (figure 8, bottom panel).

Note, however, that in the last case there is a small probability for particles to leave the region of small velocities. In particular, the maximal velocity of the ensemble grows (figure 8(c)). However, these events are rare and do not influence the particle distribution during the observation time, but their role can be crucial on an extremely long simulation
Figure 8. In time-dependent nearly integrable stadium-like billiards initially ‘fast’ particles will, on average, be accelerated, while the velocity of initially ‘slow’ particles decreases. (a) The dynamics of initially ‘fast’ particles, $V_0 = 4$. (b) The evolution of the velocity distribution function, corresponding to panel (b). (c), (d) The same for initially ‘slow’ particles, $V_0 = 1$. For each case an ensemble of 20000 particles has been considered. For the parameter values see figure 6.

period. This is due to the fact that for ‘fast’ particles the probability of returning into the region of small velocities decreases with time because these particles will on average be accelerated, while the probability of leaving the small velocity region will be almost constant.

To find the velocity at which the particle separation occurs we investigated the width (standard deviation, $\sqrt{\Delta V^2}$) of the particle velocity distribution after $10^7$ collisions as a function of the initial velocity for different billiard parameters $a$ and $b$ (see figure 9). For calculations of each point we used an ensemble of 400 trajectories. This analysis shows that $\sqrt{\Delta V^2}$ undergoes a first-order phase transition at a critical value $V_c$ of the initial velocity. If $V_0 < V_c$ then the variance of the velocity distribution approaches to a small value. At the same time, $V_0 > V_c$ leads to a non-stationary distribution with an unlimited variance which grows with the number of collisions. Furthermore, the velocity distribution function (figure 8(b) and (d)) has a bimodal form with two maxima. This is an additional hint that we observe a first-order phase transition characterized by two attracting states.

We should make two comments here. Firstly, for some parameters values (e.g. for $b = 0.004$ and $b = 0.001$ in figure 9(b)) the particle separation is very slow and the number of steps $10^7$ is not enough to clearly see it. As a result, these transitions look much smoother and resemble a second-order phase transition. However, analyzing the dynamics of velocity distribution functions, we still observe separation of particles into two groups with relatively high and low velocities.

Secondly, curves for $b \leq 0.002$ in figure 9(b) have a local maximum when $V_0$ is slightly larger than $V_c$. This maximum occurs due to the fact that for small $b$ random fluctuations of the velocity diminish. As a result, the variance is relatively small if the initial velocity is large. If, however, the initial velocity is a little larger than $V_c$, then a fraction of particles, which are
decelerated and turn out to be trapped in a small velocity region, gives an essential additional impact in the variance. This leads to a local maximum of the variance at this value of the velocity.

We suppose that the critical velocity $V_c$ is related to the resonance velocity $V_r$, and the transition in the velocity distribution occurs due to the differences in the dynamics of particles with smaller or larger than $V_r$ velocities. In particular, we showed in [22] that when the particle velocity passes through the resonance value, the areas of acceleration and deceleration change their places in the phase space.

Furthermore, figure 10 shows that in the vicinity of $V_{r,1}$ (the resonance velocity in the stability island with $m = 1$) the average variation of the velocity $\Delta V$ changes its sign. Similar resonance behavior appears at $V = V_{r, 1/2}$.

To confirm this assumption we estimated the critical velocity from figure 9 as follows:

$$V_c \approx \frac{V_{0^-} + V_{0^+}}{2},$$

where $V_{0^-}$ is the last value of $V_0$ for which $\sqrt{\Delta V^2}$ is less than a threshold value ($\sqrt{\Delta V^2} = 0.1$, dashed black line in figure 9), and $V_{0^+}$ is the first value after which the variance becomes larger than $\sqrt{\Delta V^2}$. Figure 11 compares the values of the critical velocity with the resonance velocities $V_{r, 1}$ and $V_{r, max}$ in the first and in the last stability islands, respectively. One can see
that in a wide range of parameters the value of \(V_{r, \text{max}}\) (the minimal resonance velocity for a certain configuration) gives the best approximation of the critical velocity.

Note that the dependence of \(V_{r, \text{max}}\) on the parameter \(b\) is discontinuous and non-monotonic, because an increase of \(b\) leads to a decrease of \(V_r\) (see (13)), but at a certain value of \(b\) the last stable fixed point loses its stability, \(m_{\text{max}}\) decreases and \(V_{r, \text{max}}\) becomes larger. Note that the value of \(V_c\) also decreases non-monotonically with \(b\).

5. Discussion

Thus, we have demonstrated that the presence of regular areas in the unperturbed billiard system can play an essential role in the dynamics of the particle velocity in the corresponding time-dependent billiard. This occurs due to a resonance between external perturbations and the motion within the stability islands which is inherent in the unperturbed system. This phenomenon may be observed in other two- and three-dimensional billiard systems, where similar resonance behavior can be found. However, it may not necessarily lead to the particle separation by their velocities. For instance, it can result in different acceleration rates of particles which move faster or slower than the resonance velocity.

In this section we will discuss some approximations of our modeling approach, show another possible way to determine the critical velocity and present a heuristical explanation of the particle separation by velocities.

First, in the considered system the presence of infinitely heavy walls plays a crucial role. Deceleration of particles (‘cooling’) and their acceleration (‘heating’) occur because the particle energy is either absorbed by the billiard boundary at head–tail collisions, or grows as a consequence of head-on collisions. Thus, we assume that in this system collisions of particles with the infinitely heavy billiard walls change only the particle energy and do not change the energy of the boundaries. This can be interpreted as a work of some external forces.

Second, note that for the derivation of the billiard map (4)–(6) we used the fixed boundary approximation. This approximation is widely used in the analysis of perturbed billiards [23, 33] and goes back to the classical papers of Lichtenberg and Lieberman (see [15]). However, recently it was found [16, 34] that such an approach leads to systematic underestimations of the velocity increment. Therefore, it is important to compare the described relations with the results obtained for an exact model where the boundary displacement is not neglected [35].

Consider now an alternative way to find the critical velocity. In the main part of the present paper we concentrated on the analysis of the variance of the particle velocity distribution after
an essential number of steps. However, similar calculations can be performed for the average velocity $V_{\text{fin}}$ of an ensemble of particles after a large number of steps. The top panel in figure 12 shows that this value also undergoes a phase transition.

The critical velocity may be defined as the velocity at which the function $V_{\text{fin}}(V_0)$ starts to grow after a plateau. To determine this value numerically we used the first pair of initial velocities $V_{0}^{-}$ and $V_{0}^{+}$, for which $V_{\text{fin}}(V_{0}^{+}) - V_{\text{fin}}(V_{0}^{-}) > \Delta_{1}$, where the threshold value $\Delta_{1}$ should be large enough to distinguish noise from monotonic growth (we used $\Delta_{1} = 0.015$). Calculating the critical velocity according to (14), we obtain very close values (compare with figure 11 and the bottom panel in figure 12).

So far we have discussed only numerical evidence of the particle separation by velocity. Now we turn to a possible explanation of this phenomenon. To understand the origin of the particle separation we should more carefully consider the particle dynamics in the vicinity of fixed points.

The phase portrait of a nearly integrable billiard configuration with the fixed boundary consists of stochastic layers and stable fixed points surrounded by stability islands (figure 3(a)). In the vicinity of a fixed point the particle motion can be represented as rotation around this point with a certain period $T_{\rho m}$, see equation (12). All trajectories are located either on the elliptical invariant curves or in the stochastic layer and the particle cannot move from one invariant curve to another or to the stochastic layer.

In contrast, in time-dependent billiards the whole phase space may become accessible (figure 6). However, after a head-on collision the particle trajectory can enter into a stability island only from the right side in figure 6, because an increase of the particle velocity leads to a smaller angle of reflection and shifts the particle trajectory to the left in comparison with the trajectory in the absence of perturbations. Similarly, a decrease of the velocity allows entering only from the left side of an island of stability. This mechanism synchronizes the
phases of rotation around fixed points and periodic perturbations. If the phase difference is small enough and both periods are close to each other, we observe the resonance behavior: the particle follows a spiral trajectory approaching the fixed point and leaves its neighborhood when the phase difference becomes large.

There is an essential difference in the dynamics of velocity of particles moving within the stochastic layer and within the stability islands. In the stochastic area, the angles of incidence can be large and the flights between collisions can be long, while in the regular area successive collisions occur almost at the same incidence angles and in regular intervals of time. As a result, in the stochastic area the velocity changes more chaotically and slower than in the vicinity of fixed points. In particular, detailed analysis shows that the average change of velocity vanishes in the stochastic area, while there are areas of acceleration and deceleration within the stability islands [22]. Note that this is true only if the particle can occasionally enter and leave regular regions. If, however, a particle moves along an invariant curve of the perturbed system, then the change of total velocity tends to zero.

To get an insight into the mechanism of the particle separation by their velocities, consider a particle with $V < V_r$. The particle enters into the vicinity of a fixed point if the phases of rotation and boundary oscillations are close to each other. Since $V < V_r$, the rotation around the fixed point will be slower, and the phase delay will increase. Finally, the particle will return in the stochastic area. However, if the particle enters the regions of regular motion at the phase when it decelerates due to collisions with boundaries, then the phase delay will increase even faster, and the particle can leave this area after only a few head–tail collisions, which decrease its velocity. At the same time, if the particle initially accelerates in the regular region, then the phase delay will increase slower, and the particle can stay in this area longer. As a result, the velocity growth will be compensated by a further velocity decrease. Similar ideas show that a particle with $V > V_r$ will rather have accelerating collisions and then return to the stochastic area. We believe that this mechanism breaks the symmetry and leads to the separation of particles by their velocities.

6. Conclusion

The dynamics of the particle velocity crucially depends on the shape of stadium-like billiards. If the shape is close to a classical stadium (the nonlinearity parameter $b$ is large enough), then the average velocity of a particle ensemble grows so that the Fermi acceleration takes place. The same acceleration is inherent in other chaotic billiards (see introduction). At the same time for the nearly integrable case a particle separation can be observed: there is a critical value $V_r$ such that if the initial velocity $V_0 < V_r$, then the average velocity of the particle ensemble decreases up to a small (non-zero) value. However, if $V_0 > V_r$, then the particle velocity increases infinitely. In a certain sense this phenomenon can be considered as a specific (billiard) Maxwell’s Demon, when by means of weak perturbations of the system we may sort fast and slow particles.

The physical nature of the particle separation lies in a resonance between boundary oscillations and the quasi-periodical motion in the vicinity of a fixed point. Similar resonance phenomena can be observed in other billiard systems (e.g. in elliptical billiards) where one time scale occurs in the unperturbed system because of the particle motion along a quasi-periodic stable trajectory, and another time scale is given by an external perturbation. The first time scale decreases with the particle velocity as $\sim 1/V$. Thus, at a certain velocity $V_r$ both time scales should be equal and we will observe a resonance. Furthermore, a set of periodical orbits may lead to a set of essentially different resonance velocities. It is not necessary that these resonances will lead to the separation of particles by their velocities, but they can
result in a different character of the velocity change for the particles with smaller and larger velocities.

In addition, in our analysis we used the fixed boundary approximation. Therefore, it is important to compare the described phenomena with the results obtained for exact models of time-dependent nearly integrable billiard systems [35].
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