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1. INTRODUCTION

Intensive theoretical and experimental studies of
chaotic dynamical systems revealed their unexpected
and remarkable property: they are highly susceptible
and extremely sensitive to perturbations. This discov-
ery served as a starting point for finding a means to con-
trol the behavior of chaotic systems, i.e., to change
from chaotic regimes to required regular oscillatory
regimes by means of relatively weak perturbations.

Suppression of unstable or chaotic behavior of
dynamical systems is generally achieved via stimulated
excitation of stable (usually periodic) oscillations by
means of multiplicative or additive perturbations. In
other words, an external perturbation is required to
change from a chaotic state of a system to a regular
regime. The statement of the problem is outwardly sim-
ple, but its solution is very difficult to find for particular
dynamical systems. Moreover, even though the prob-
lem has been analyzed in numerous studies, a system-
atic and rigorous theory of suppression of chaotic
behavior has been developed only for some common
families of dynamical systems (see [1, 2] and refer-
ences cited therein).

Chaotic behavior can be suppressed by two different
methods. In one of these, the state of a system is
changed from chaotic to regular by perturbation with-
out feedback. In other words, this method does not
make use of the current values of dynamic variables. In
the other method, the perturbation is adjusted in accor-
dance with the required values of dynamic variables;
i.e., feedback is an integral component of the dynamical
system. By convention, the former method is called
open-loop suppression (or control) of chaotic dynam-
ics. The latter method is called feedback control of cha-
otic systems. Both methods can be implemented either
parametrically or by direct forcing.

To the best of our knowledge, the first analyses of
suppression of chaotic dynamics of certain systems

were presented in [3, 4]. However, extensive research
along these lines was initiated by [5, 6], where it was
shown that relatively weak parametric perturbations
can be used to regularize a particular saddle orbit
embedded in a chaotic attractor. These and other results
stimulated studies of suppression of chaotic dynamics
and evoked great interest in control of unstable sys-
tems. A vast number of numerical and experimental
studies were focused on the possibility of suppression
of chaos and implementation of periodic or other
required dynamics in various systems and maps (see [1,
2, 7–10] and references therein).

The standard Melnikov method is an effective tool
used in analytical treatments of the problem of chaos
suppression [11]. It is based on comparison of the first-
order terms in the series expansions of the solution in
terms of a perturbation parameter on stable and unsta-
ble separatrices. In particular, the Melnikov method
was applied to explore the possibility of elimination of
chaotic dynamics of the Duffing–Holmes oscillator
[12–16] (see also [17]). It was shown that a small para-
metric perturbation of the system’s chaotic dynamics
suppresses chaos. Furthermore, the Melnikov method
was used in [18] to examine the effects of parametric
perturbations in a model of the Josephson junction.

In this paper, the Melnikov method [11, 19] is
applied to find analytical expressions for parametric
perturbations that suppress chaotic and/or unstable
behavior of dissipative dynamical systems. The Duff-
ing–Holmes oscillator and pendulum are considered as
examples.

2. THE MELNIKOV METHOD

In this section, we briefly describe the Melnikov
analytical method for identifying homoclinic or hetero-
clinic chaos, relying on the original paper [11] (see also
[19–21]).
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Consider a simple autonomous system with a single
hyperbolic point 

 

X

 

0

 

 subject to a periodic perturbation:

(1)

where 

 

x

 

 = (

 

x

 

1

 

, 

 

x

 

2

 

) and 

 

f

 

1

 

 is a periodic function with
period 

 

T.

 

 Suppose that the unperturbed system (with

 

ε

 

 = 0) has a single separatrix 

 

x

 

0

 

(

 

t

 

) (see Fig. 1a):

The separatrix is split by the perturbation, i.e., has dis-
tinct incoming and outgoing branches. Three possibili-
ties arise as a result: the separatrices either do not inter-
sect (in which case one may enclose the other, see
Figs. 1b and 1c) or intersect at an infinite number of
homoclinic points. Chaotic dynamics are observed only
in the latter case (see Fig. 1d).

To find an intersection condition, one must use a
perturbation method to calculate the distance 

 

D

 

(

 

t

 

, 

 

t

 

0

 

)
between the separatrices at an instant 

 

t

 

0

 

. If the outgoing
separatrix encloses the incoming one, then 

 

D

 

(

 

t

 

, 

 

t

 

0

 

) < 0.
If the incoming separatrix encloses the outgoing one,
then 

 

D

 

(

 

t

 

, 

 

t

 

0

 

) > 0. Only if there exists 

 

t

 

0

 

 such that the sep-
aratrices intersect, then the sign of 

 

D

 

(

 

t

 

, 

 

t

 

0

 

) alternates.
In the method substantiated in [11], the distance

 

D

 

(

 

t

 

, 

 

t

 

0

 

) between the branches of a split separatrix is
determined by performing integration along unper-
turbed trajectories. The method is based on comparison
of the first-order terms in the series expansions of the
solution in terms of the perturbation parameter 

 

ε

 

 on sta-
ble and unstable separatrices.

To calculate 

 

D

 

(

 

t

 

, 

 

t

 

0

 

), it is sufficient to find the solu-
tions on the stable and unstable manifolds, 

 

x

 

s

 

 and 

 

x

 

u

 

.
When 

 

ε

 

 = 1, these solutions differ by the vector

The Melnikov distance is the projection of

 

 r

 

 on the
direction normal to the unperturbed separatrix 

 

x

 

0

 

 at an
instant 

 

t

 

.

ẋ f 0 x( ) ε f 1 x t,( ),+=

x0 t( )
t ∞±→
lim X0.=

r t t0,( ) xs t t0,( ) xu t t0,( )– x1
s t t0,( ) x1

u t t0,( ).–= =

 

Omitting intermediate calculations, we write out an
expression for 

 

D

 

:

(2)

This function determines conditions for chaotic behav-
ior of the original system. In the domain where the sign
of 

 

D

 

(

 

t

 

, 

 

t

 

0

 

) alternates, the separatrices intersect and the
system exhibits chaotic dynamics.

3. ELIMINATION OF CHAOTIC DYNAMICS
IN THE VICINITY OF A SEPARATRIX

We use the mathematical procedure described above
to explore the possibility of suppressing chaotic
dynamics for systems with separatrix loops described
by Eq. (1), where

(3)

For such a system, the Melnikov function 

 

D

 

(

 

t

 

, 

 

t

 

0

 

) can be
written as

Suppose that the sign of 

 

D

 

(

 

t

 

, 

 

t

 

0

 

) alternates, i.e., the sep-
aratrices intersect (see Fig. 1d). We seek a perturbation

 

f

 

*(

 

ω

 

, 

 

t

 

) that eliminates the intersection of the separa-
trices:

 

1

 

 

(4)

where

We denote by [

 

s

 

1

 

, 

 

s

 

2

 

] the interval where the sign of 

 

D

 

(

 

t

 

,

 

t

 

0

 

) alternates. Two cases can arise when the system is
perturbed by 

 

f

 

*(

 

ω

 

, 

 

t

 

):

(5)

or

(6)

where 

 

D

 

*(

 

t

 

, 

 

t

 

0

 

) is the Melnikov distance for system (4).
Suppose that (5) is satisfied. (A similar analysis can be

 

1

 

We tentatively call

 

 f

 

* a regularizing perturbation.

D t t0,( ) f 0 f 1 t.d∧
∞–

∞

∫–=

f 0 x( ) f 01 x( ) f 02 x( ),( ),=

f 1 x( ) f 11 x t,( ) f 21 x t,( ),( ).=

D t t0,( ) f 0 f 1 td I g x t,( )[ ] .≡∧
∞–

∞

∫–=

ẋ f 0 x( ) ε f 1 x t,( ) f * ω t,( )+[ ] ,+=

f * ω t,( ) f 1* ω t,( ) f 2* ω t,( ),( ).=

D* t t0,( ) s2>

D* t t0,( ) s1,<

(a) (b)

(c) (d)

x0
u

X0 x0
s

Fig. 1. Split separatrix loops.
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performed when inequality (6) holds.) Then,

(7)

where

By virtue of (7), there exists χ such that

Hence,

(8)

On the other hand,

(9)

Suppose that the function f*(ω, t) is absolutely integra-
ble over an infinite interval and Fourier transformable.
We define f*(ω, t) as

with  = (A(t), A(t)), i.e., assume that the regulariz-
ing perturbations applied to both components of Eq. (4)
are identical. Therefore,

The inverse Fourier transform yields

Hence,

The quantity A(t) can be interpreted as the amplitude of
a regularizing perturbation.

I g x t,( )[ ] I g* ω x t, ,( )[ ] s2.>+

I g* ω x t, ,( )[ ] f 0 f * t.d∧
∞–

+∞

∫–=

I g x t,( )[ ] I g* ω x t, ,( )[ ]+ s2 χ+ const,= =

χ s2 �
+
.∈,

I g* ω x t, ,( )[ ] const I g x t,( )[ ] .–=

I g* ω x t, ,( )[ ] f 0 f * t.d∧
∞–

∞

∫–=

f * ω t,( ) Re Â t( )e iωt–{ }=

Â t( )

f 0 Â t( )e iωt–{ } td∧
∞–

∞

∫– const I g x t,( )[ ] .–=

f 0 Â t( )∧ I g x t,( )[ ] const–( )eiωt ω.d

∞–

∞

∫=

A t( ) 1
f 01 x( ) f 02 x( )–
------------------------------------=

× I g x t,( )[ ] const–( )eiωt ω.d

∞–

∞

∫

Thus, dynamics of systems that can be represented
as (1), (3) are regularized by the perturbation

Next, we explore the possibility of suppressing
chaotic dynamics for systems governed by equations of
the form

(10)

where f(ω, t) is a periodic perturbation; P(x, y), Q(x, y),
and F(x, y) are smooth functions; and α is a damping
parameter.

We consider the most common case when a single
hyperbolic point is located at the origin (x = y = 0) and
P(x, y) = y. Let x0(t) be the solution on the separatrix.
For perturbed system (10), the Melnikov distance can
be represented as

(11)

where y0(t) = (t). As in the case of Eq. (1), assume
that the sign of the Melnikov distance for system (10)
alternates, i.e., the separatrices intersect. We seek a per-
turbation f*(ω, t) that eliminates chaotic dynamics:

(12)

Since system (10) is parameterized by α, chaos must be
suppressed for each particular value of the parameter.
Accordingly, we can write I[g(ω)] instead of I[g(ω, a)].

For system (12),

Therefore,

Thus, a regularizing perturbation for system (12)
can be represented as

f * ω t,( )

=  Re
e iωt–

f 01 x( ) f 02 x( )–
------------------------------------ I g x t,( )[ ] const–( )eiωt ωd

∞–

∞

∫ .

ẋ P x y,( ),=

ẏ Q x y,( ) ε f ω t,( ) αF x y,( )+[ ] ,+=

D t t0,( ) y0 t t0–( )
∞–

∞

∫–=

× f ω t,( ) αF x0 y0,( )+[ ] td I g ω α,( )[ ] ,≡

ẋ0

ẋ y,=

ẏ Q x y,( ) ε f ω t,( ) αF x y,( ) f * ω t,( )+ +[ ] .+=

f 01 y, f 02 Q x y,( ), Â t( ) 0 A t( ),( ).= = =

A t( ) 1
y0 t t0–( )
--------------------- I g ω( )[ ] const–( )eiωt ω.d

∞–

∞

∫=

f * ω t,( )

=  Re
e iωt–

y0 t t0–( )
--------------------- I g ω( )[ ] const–( )eiωt ωd

∞–

∞

∫ .
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Now, let us find a regularizing perturbation in the
case when the Melnikov function D(t, t0) admits an
additive shift from its critical value.

Again, we analyze the case when (5) is satisfied.
Suppose that αc corresponds to the critical value of the
Melnikov function,

Then, a subcritical Melnikov distance can be expressed
as

where a ∈  �+ is a constant. Assuming that the system
perturbed by f*(ω, t) exhibits regular behavior, we have

(13)

where

On the other hand, it is obvious that we can take any
I' a fortiori greater than Ic:

(14)

Now, equating the left-hand sides of (13) and (14), we
obtain I[g*(ω)] = 2a. Substituting

into the expression for I[g*(ω)], we find

The inverse Fourier transform yields

Hence,

Thus, dynamics of systems that admit additive shift
from the critical value of the Melnikov function D(t, t0)
are regularized by the perturbation

(15)

where δ(t) is the Dirac delta function.

Ic I g ω α α α c=,( )[ ] .=

Iout Ic α ,–=

I' Iout I g* ω( )[ ] s2.>+ +

I g* ω( )[ ] y0 t t0–( ) f * ω t,( ) t.d

∞–

+∞

∫–=

I' Ic a s2.>+=

f * ω t,( ) Re A t( )eiωt{ } ,=

eiωt A t( )y0 t t0–( ) td

∞–

∞

∫– 2a.=

A t( )y0 t t0–( ) 2a e iωt– ω.d

∞–

∞

∫–=

A t( ) 2a
y0 t( )
----------- e iωt– ωd

∞–

∞

∫–
4πaδ t( )
y0 t t0–( )
---------------------.–= =

f * ω t,( ) 4πaδ t( )
y0 t t0–( )
--------------------- ωt( ),cos–=

In the general case, if f0 = (f01(x), f02(x)), then we
obviously obtain

4. APPLICATION TO PHYSICAL SYSTEMS

Now, we use the approach presented above to ana-
lyze the Duffing–Holmes-oscillator and pendulum
equations. Transverse intersections of stable and unsta-
ble manifolds of these unperturbed systems give rise to
homoclinic or heteroclinic orbits.

4.1. Duffing–Holmes Oscillator 

The forced Duffing–Holmes oscillator with a para-
metrically perturbed cubic term is described by the
equation

(16)

where η and Ω are the amplitude and frequency of the
parametric perturbation, respectively, and η � 1. We
rewrite it as

(17)

The corresponding unperturbed Hamiltonian is

Setting H0, we find that system (17) has a single
hyperbolic point (x = v = 0) with a single separatrix.
The solution on the separatrix can be represented
as [21] (see also [12–15])

(18)

(19)

Comparing this system with (1), we write

Therefore,

f * ω t,( ) 4πaδ t( )
f 01 x( ) f 02 x( )–
------------------------------------ ωt( ).cos–=

ẋ̇ x– β 1 η Ω t( )cos+[ ] x3+ ε γ ωt( )cos α ẋ–[ ] ,=

ẋ v ,=

v̇ x βx3– ε γ ωt( )cos βηx3 Ωt( )cos– αv–[ ] .+=

H0
v

2

2
------ x2

2
-----–

βx4

4
--------.+=

x0 t( ) 2

β
------- t,cosh=

v 0 t( ) ẋ0 t( ) 2

β
------- tsinh

tcosh
2

---------------.–= =

f 01 v , f 11 0,= =

f 02 x βx3,–=

f 12 γ ωt( )cos ηβx3 Ωt( )cos– αv .–=

f 0 f 1∧ v 0 γ ωt( )cos ηβx0
3 Ωt( )cos αv 0––[ ]=
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and (2) becomes

(20)

Changing to the integration variable τ = t – t0, we
finally obtain [12–15]

(21)

The sign of D(t, t0) is preserved if

(22)

where p is an integer (see [12–15]). Using the left-hand
inequality in (22), we determine the critical value of the
Melnikov function:

(An analogous calculation can be performed for the
right-hand inequality.)

Then, a subcritical value

can be represented as

where a > 0 is a constant.

Since the perturbation required to regularize the
dynamics of system (16) has the form

the corresponding Melnikov distance

D t t0,( ) t γv 0 t t0–( ) ωt( )cos[d

∞–

+∞

∫–=

– ηβx0
3 t t0–( )v 0 t t0–( ) Ωt( )cos αv 0

2 t t0–( )– ] .

D t t0,( ) 2 2

β
----------πγω

ωt0( )sin
πω/2( )cosh

-----------------------------=

–
πη
6β
------- Ω4 4Ω2+( )

Ωt0( )sin
πΩ/2( )sinh

----------------------------- 4α
3β
-------.+

6βd πΩ/2( )cosh

π Ω4 4Ω2+( )
---------------------------------------- ηmin η η max≤<=

=  
1

p2
----- 6 2βγω

Ω4 4Ω2+( )
--------------------------- πΩ/2( )sinh

πω/2( )cosh
-----------------------------,

Dc t t0,( ) 2 2

β
---------- πγω

πω/2( )cosh
----------------------------- ωt0( )sin=

+
4α
3β
------- d Ωt0( )sin .–

Dout t t0,( ) Dc t t0,( ).<

Dout t t0,( ) 2 2

β
---------- πγω

πω/2( )cosh
----------------------------- ωt0( )sin=

+
4α
3β
------- d Ωt0( )sin a,––

f * Ω t,( ) Re eiΩt A t( ){ } ,=

D* t t0,( ) v 0 t( ) f * Ω t,( ) t.d

∞–

+∞

∫–=

is

(23)

To find A(t), we define

Since the perturbation f*(Ω, t) is regularizing by
assumption, it holds that

It is obvious that we can take any D'(t, t0) a fortiori
greater than Dc(t, t0):

(24)

On the other hand, we can use (23) to write

(25)

Equating (24) to (25), we have

The inverse Fourier transform yields

Therefore, dynamics of the forced Duffing–Holmes
oscillator are regularized by the perturbation

(26)

4.2. Pendulum

The analysis presented above can be extended to the
classical nonlinear pendulum, whose separatrices make
up a heteroclinic orbit in the absence of damping. A
periodically forced, damped pendulum is described by
the equation [22]

(27)

D* t t0,( ) A t( )v 0 t( )eiΩt t.d

∞–

+∞

∫–=

D* t t0,( ) Dout t t0,( ) D' t t0,( ).≡+

D' t t0,( ) Dc t t0,( ).>

D' t t0,( ) 2 2

β
---------- πγω

πω/2( )cosh
----------------------------- ωt0( )sin=

+
4α
3β
------- d Ωt0( )sin a.+–

D' t t0,( ) A t( )v 0 t( )e iΩt– td

∞–

+∞

∫–=

+
2 2

β
---------- πγω

πω/2( )cosh
----------------------------- ωt0( )sin 4α

3β
------- d Ωt0( )sin a.––+

A t( )v 0 t( )eiΩt td

∞–

+∞

∫ 2a.–=

A t( ) 2a
v 0 t( )
------------- e iΩt– Ω.d

∞–

+∞

∫–=

f * Ω t,( ) 4πaδ t( )
v 0 t t0–( )
---------------------- Ωt( ).cos–=

ẋ̇ α ẋ xsin+ + γ ωt( ).cos=
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The corresponding unperturbed Hamiltonian is

The phase portrait of the pendulum is 2π-periodic in x,
with hyperbolic points at (±π, x) and a center at (0, 0).
The system has oscillatory, rotatory, and separatrix
solutions. We focus here on solutions of the last type:

H0
ẋ2

2
----- x.cos–=

x0 t( ) ttanh
tcosh

-------------,±=

ẋ0 t( ) 2
tcosh

-------------.±=

The Melnikov distance corresponding to (27) is [22]

(28)

Calculating the integrals, we obtain

(29)

D t0 ω,( ) α ẋ0 t( )( )2 td

∞–

+∞

∫–=

± γ ωt0( ) x0 t( )( ) ẋ0 t( ) ωtcossin t.d

∞–

+∞

∫cos

D t0 ω,( ) 4αB
1
2
--- 1, 

 –
2πγ

πω
2

------- 
 cosh

------------------------- ωt0( ),cos±=

–0.8 –0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8
x

–0.8

–0.6

–0.4

–0.2

0
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0.6

0.8

x
.

Fig. 2. Phase portrait of Duffing–Holmes oscillator (16):
α = 0.145, β = 8, η = 0.03, γ = 0.14, Ω = ω = 1.1.
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Fig. 3. Phase portrait of pendulum (27): α = 0.04, γ = 1.35,
ω = 1.0.
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Fig. 4. Phase portrait of Duffing–Holmes oscillator (31): α
= 0.145, β = 8, η = 0.03, γ = 0.14, Ω = ω = 1.1, a = 2.
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Fig. 5. Phase portrait of pendulum (32): α = 0.04, γ = 1.35,
ω = 1.0, a = 1.2.



JOURNAL OF EXPERIMENTAL AND THEORETICAL PHYSICS      Vol. 98      No. 5      2004

SUPPRESSION OF CHAOS IN THE VICINITY OF A SEPARATRIX 1051

where B(r, s) is Euler’s beta function.

Since this Melnikov function D(t0, ω) obviously
admits additive shift from its critical values, chaotic
behavior of the pendulum is suppressed by the pertur-
bation

(30)

where (t) is the solution on the unperturbed sepa-
ratrix.

f * ω t,( ) 4πaδ t( )
ẋ0 t t0–( )
--------------------- ωt( ),cos–=

ẋ0

Physically, the results obtained here mean that
dynamics of the Duffing–Holmes oscillator and pendu-
lum are regularized by series of “kicks.”

4.3. Numerical Results

In the preceding section, it is shown that chaos in
Duffing–Holmes-oscillator and pendulum dynamics
can be suppressed by applying perturbations (26)
and (30), respectively. In this section, we present the
results of a numerical analysis.

We consider Eqs. (16) and (27). In dynamics of the
Duffing–Holmes oscillator, the onset of chaos corre-

103

101

10–1

10–3

10–5

10–7

S

(a)

103

101

10–1

10–3

10–5

10–7

(b)

10–1 100 101

ωn

Fig. 6. Spectral density of a realization x(t) for (a) original Duffing–Holmes oscillator (16) with α = 0.145, β = 8, η = 0.03, γ = 0.14,
and Ω = ω = 1.1 and (b) regularized Duffing–Holmes oscillator (31) with a = 2.
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sponds to the breakdown of a figure-of-eight separatrix.
Figure 2 illustrates the structure of a typical chaotic set
obtained in this case. The onset of chaos in pendulum
dynamics is associated with the breakdown of a hetero-
clinic trajectory (see Fig. 3).

Consider the Duffing–Holmes oscillator and pendu-
lum with additional perturbations (26) and (30), respec-
tively. The corresponding equations are

(31)

(32)

Figures 4 and 5 show numerical solutions to systems (31)
and (32), respectively. It is clear that the dynamics of

ẋ̇ x– β 1 η Ω t( )cos+[ ] x3+ ε γ ωt( )cos α ẋ-–=

+ 2π 2β
t t0–( )cosh

2

t t0–( )sinh
------------------------------aδ t( ) Ωtcos

ẋ̇ α ẋ xsin+ + γ ωt( )cos=

+ 2π t t0–( )aδ t( ) ωt( ).coscosh

both oscillator and pendulum approach regular regimes
represented by periodic orbits.

To analyze systems (31) and (32) in more detail, we
invoke the spectral density defined as

where X(ω) is the Fourier transform of a solution x(t) to
system (16) or (27). The spectral density provides a
simple, but reliable characterization of dynamics of a
system under study. It can readily be used to find out
whether a motion is regular or chaotic.

Figures 6a and 7a show the spectral densities calcu-
lated for original systems (16) and (27), respectively;
Figs. 6b and 7b, the spectral densities for systems sub-
ject to perturbations (26) and (30), respectively. These
results demonstrate that chaos is suppressed and
dynamics of both systems are regularized.

Taking different parameter values corresponding to
chaotic behavior, one can find appropriate regularizing
perturbations (see above) and obtain qualitatively simi-
lar results, i.e., change from chaotic states to regular
oscillations.

Thus, our numerical analysis is consistent with the
analytical results obtained in Section 3.

5. CONCLUSIONS

Separatrix splitting is a very convenient method for
examining dynamical systems, because it can be used
to obtain nonintegrability conditions for many applied
problems in analytical form [23]. Currently, the prob-
lem of chaos suppression considered in this study is
mainly solved by numerical methods (e.g., see [1–10]).
However, asymptotic behavior of trajectories can be
examined analytically. As a result, the distance between
the separatrices split by a perturbation can be found in
general form by applying a perturbation method in the
vicinity of a homoclinic trajectory.

In this study, separatrix splitting is applied to
explore the possibility of chaos suppression in dissipa-
tive systems. Analytical expressions are obtained for
regularizing perturbations. These results are suffi-
ciently general to be applied to various dynamical sys-
tems that admit separatrix splitting.
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